The purpose of this paper is to present a sorting algorithm that allows parallel execution of comparison operations, analysing complexity and runtime of the algorithm, discussing about a virtual process for this algorithm, and the implementation of the C++ program that simulates such a virtual process. The following problems were solved in this paper: the algorithm of sieve sorting was proposed, the correctness of its execution were proved, the complexity and timing of this algorithm were investigated, the structure of the virtual process implementing this algorithm was proposed, the C++ program that simulates such a virtual process was discussed. Program code may be taken from the authors. The improvement for the algorithm also provided and correctness of such improvement proved. In the process of problem solving the inconvenience of classical UNIX-like implementation for working with the mechanisms of piping and the processes creating was found out.
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1. Introduction and formulation of the problem

A traditional computer has one processor. The consequence of this was the technology of sequential programming. Increasing the number of processors from one to two can not solve the problem of running a parallel program. The number of simultaneously evaluated commands limited to number of processors. The maximum achievement is the parallel execution of two programs. Such an approach to parallel computing was in operating systems similar to UNIX [1]. The command line operator pipe [2] allows you to build chain of processes, each of which is desirable to be performed in parallel. In a classic UNIX-like system with one processor, parallel execution was impossible and was imitated using time-sharing technology. The parallelism was in that that it was impossible to predict which process would be executed at a given time point. This approach has allowed to extend such parallelism to multiprocessor systems where the number of processors is not significantly more than one. Simultaneous use of the pipe with two processes executed by two different processors practically does not differ from the one-processor case.

Let’s consider the problem of sorting the values of some type with the missing property of the neighborhood [3]. For a single-processor system, it is proved that the complexity of the algorithm with comparison for solving such a problem can not be
less than \( n \log(n) \), where \( n \) is the number of values for processing [4].

The purpose of this paper is to present a sorting algorithm that allows parallel execution of comparison operations, analysing complexity of the algorithm, discussing about a virtual process for this algorithm, and the implementation of the C++ program that simulates such a virtual process.

2. Algorithm for Sieve Sorting

Sieve sorting of the sequence of values is performed by the system of sequential adaptive sieves each of which selects the value from the sequence according to the specified criterion. The number of sieves is determined by the number of elements to be sorted. The algorithm of the first element of the system of sieves is the algorithm for the generation the sequence of values to be sorted. Also this element gather sorted sequence. The algorithm of each next sieve is the same and looks as follows:

- Step 1. Get the first value. Make it as a value that has been found.
- Step 2. Get the first next value.
- Step 3. If the is no such a value, then process of sieves constructing is finished. Return the value that has been found to the previous element (sieve). Stop.
- Step 4. Compare the first next value and the value that has been founded. In the case of the criteria violation for sorting, swap them.
- Step 5. Create the next sieve and pass the first next value to it.
- Step 6. Get the next value.
- Step 7. If the is no next value, then process of sieves constructing is finished. Return the value that has been found to the previous element (sieve). Go to Step B.
- Step 8. Compare the next value and the value that has been founded. In the case of the criteria violation of sorting, swap them.
- Step 9. Transfer the next value to the next sieve.
- Step A. Go to step 6.
- Step B. Get one by one all ordered values from next sieve and send them to previous element (sieve). Stop.

The specified sorting system works correctly in accordance to the following theorem.

**Theorem 1.** The sieve that performed specified algorithm correctly sorts a given sequence of values.

Let prove this theorem by induction on the length of sequence to be sorted.

Induction base. Let the length of sequence is 1. This sequence is always sorted by any criterion. The first value that is received by sieve is returned as sorted by Step 3. So for such sequences system perform sorting correctly.

Induction step. Assume that sieve correctly sort the sequence of length \( n \). Show now that the sequence of length \( n+1 \) will be sorted correctly. Each next sieve sorts the sequence which length is one shorter. The value that founded by the sieve is satisfying the sort criterion in comparison to values passed to next sieve according to Steps 4 and 8. The resulting (sorted) sequence of the sieve is composed from the founded value and the resulting sequence from the next sieve (Steps 7 and B). This sequence is correctly sorted according to the sorting criterion. So the induction step is proved.

A schema of evaluation of such an algorithm is presented in Figure 1.

3. Complexity and runtime of the Algorithm

The complexity of sorting algorithms is determined by the number of comparison performed
on sorted values. Let’s have $n$ elements to be sorted. Then the first sieve will perform $n-1$ comparisons. Each next sieve performs one comparison less. In general, the total number of comparisons is estimated as $n^2$. This coincides with the complexity of bubble sorting [5]. Thus, the following theorem is valid.

**Theorem 2.** The complexity of the sieve sorting algorithm is $n^2$ where $n$ is the number of values to be sorted.

The execution time of the algorithm as well as its complexity is estimated in the number of executed single actions. For sequential algorithms, these two values coincide, since only one action is performed at a time. For parallel algorithms, the execution time and the complexity of the algorithms do not coincide because of the ability to perform some actions simultaneously.

The next figure shows dependence of the number of simultaneous actions from the algorithm execution step number.

![Fig. 2. The amount of actions from the step number dependence](image)

All sieve and generator (the first element) of the proposed algorithm work in parallel. In the first step of the execution of the algorithm, the following actions will be performed: the generator creates the first sieve and transmits the value to it. In the second step, the generator transmits the next value to the first sieve. In the third step, the generator again sends the next value (new one) to the first sieve. At the same time, the first sieve compares two values, performs sorting, creates the next sieve and passes the corresponding value to it. In the fourth step, the generator again passes the next value to the first sieve. At the same time, the first sieve compares two values, performs sorting actions, and passes the corresponding value to the second one. At the same time, the second sieve compares two values, performs sorting, creates the next sieve and passes the corresponding value to it. Thus, at each subsequent step, the number of comparative operations performed simultaneously increases by one. After the $n$ steps are completed, the generator stops generating new values. Starting from this moment, the number of comparisons performed simultaneously, with each step, is decreased by one. As the returning of the result values requires $n$ additional actions, the time of performance increased by $n$ action equivalent to the comparison of values. Thus, the total execution time of the algorithm provided the simultaneous execution of the action, is $3n$.

This allows us to formulate the following theorem and consider it as proven.

**Theorem 3.** The execution time of the sieve sorting is linear to the number of specified values.

4. **Improvement of sieve sorting**

In the Step 3 and 7 resulting values returned to previous element of the sorting system. As a result this process takes $n$ time unit. It is possible to change this by changing the previous element to the first element. The correctness of improved algorithm based on the fact, that each sieve returns the founded (resulted) value after the last value passed this sieve. So the next theorems considered as proven.

**Theorem 4.** The improved sieve algorithm perform correct sorting of given sequence of values.

**Theorem 5.** The execution time of the improved sieve sorting is linear to the number of specified values.

5. **Virtual Process for the Sieve Sorting discussion**

The complexity in the practical implementation of the above algorithm and practical achievement of the declared time-of-execution evaluation is the lack of computer systems with a sufficient number of processors. The virtual process [6] that implements the algorithm can be performed on many computers at the same time. The generator and each of the sieves are implemented by a separate atomic process. When the ratio of the number of processors to the number of values to be sorted reach the values one to one, the execution time of the virtual process will correspond to the theoretically estimated.

6. **Realization of the Virtual Sorting Process in Linux discussion**

Linux Mint 18.3 32-bit was chosen as Linux version. This choice is motivated by the greatest popularity of this distribution among all others today. The distribution has been installed on a virtual computer with 2GB of RAM and four processors. The host computer has 8GB of RAM and an Intel i5 processor.

In the program, one atomic virtual process is implemented by a separate Linux process. Creating
new processes is done by calling the fork() function. Pipes are used to transfer the values between the processes. The value \(-1\) is used as a sign of completion of the value sequence. The processing of false situations is carried out in the final actions of the main() function after executing the cutting goto. The program does not try to be a good_style_program, but a program that solves the problem. The use of cutting goto is due to the lack of "good" implementations of work with pipe()s and fork()s.

7. Conclusion
In this paper the following problems were solved: the algorithm of sieve sorting was proposed, the correctness of its execution were proved, the complexity and timing of this algorithm were investigated, the structure of the virtual process implementing this algorithm was proposed, the C ++ program that simulates such a virtual process was proposed. In the process of problem solving the inconvenience of classical UNIX-like implementation for working with the mechanisms of piping and the processes creating was found out. This will be the direction of further research for the development of virtual processes.

Список використаних джерел

References